Abstract
Technology changes society. Financial services and their regulation is not immune from this. Indeed, distributed ledger technology and artificial intelligence have the potential to change the way in which financial services are delivered and regulated. This paper discusses the use of technology for the purpose of financial regulation. The hope is that this will increase the effectiveness and efficiency of financial regulation.

At present regulatory technology is in the very early stages of development. The authors therefore start by reviewing the technology that is inspiring those who are attempting to create regulatory technology. They analyse distributed ledger technology, which was originally developed for cryptocurrencies, but can also be used to maintain and share records of other assets or of anti-money-laundering information. They also discuss the use of artificial intelligence and machine learning for the purpose of financial regulation.

After that the current work of the UK Financial Conduct Authority (FCA) on model driven and machine executable regulation will be examined. This work has so far not been analysed in the literature. Distributed ledger technology has shown ways of sharing information that could be used to enable the regulator to access records held by regulated entities. This could remove manual processes from current reporting requirements. It would enable the regulator to access data held by regulated entities in real time.

Going further into the future the regulator could stop reviewing individual data points and use artificial intelligence and machine learning to analyse the data held by regulated entities. Software could be developed that identifies patterns and flags anomalies helping the regulator and regulated entities to identify risk as it emerges. This would create a new way of evaluating the risk profile of regulated entities.

At present the regulator issues rules in natural language. Regulated entities develop their own individual solutions of compliance. They take the risk of falling short of the expectations of the regulator. In the future compliance could be as easy as for the regulated entity as uploading regulatory software which collects and reports data automatically and perhaps even autonomously.

The paper highlights that there will be a learning period during which the limitations of the technology will reveal themselves. An important contribution of the article is that the translation of natural language into computer code changes meaning. Programming involves policy choices. This point has so far not been articulated in the literature or in the communications issued by the UK Financial Conduct Authority or the Bank of England.

The article contributes further to the existing debate by arguing that the regulator’s response needs to be informed by five criteria that have been developed to evaluate the quality of regulation: democratic legitimacy; accountability of the regulator; fair, accessible and open procedure; expertise and efficiency. These criteria need to be built into regulatory technology. Programming is more than an exercise in computer science. The regulator needs to determine an appropriate level of involving itself in the creation and maintenance of regulatory software. It needs to invest resources enabling its staff to understand the technology, anticipate problems and develop an appropriate response.

The paper then connects the five quality criteria with five regulatory strategies: command regulation, meta-regulation, co-regulation, enforced self-regulation and self-regulation. It shows how each of these could be used for regulatory technology and analyses the respective advantages and disadvantages against the background of possible use cases for regulatory technology.

The article points out that the precision inherent in computer language comes at the price of a reduction in flexibility which, if only for the time being, will limit potential use cases. Moreover any application needs to be designed in a way that allows human actors to take into account factors that do not easily reveal themselves in data. Regulatory technology needs to be designed in a way that allows both the regulator and regulated entities to retain a view of the overall picture. There is also a risk that high levels of standardisation influence the business
model of regulated entities making them more similar and leading to higher levels of systemic risk. Another trap to be avoided is regulatory capture which makes it all the more important that the regulator invests in its own expertise.

Following the financial crisis self-regulatory strategies have been unpopular. The command approach that has followed the crisis has been criticised for being too limiting and expensive. It is tempting to use the availability of new technology as an occasion to go modify the overall approach to regulation. The article makes the point that the availability of new technology does not affect the incentives of regulated entities. Technology is neutral. It serves those who develop it. There is no technological reason allowing us to have more faith in the ability of regulated entities to align business interests with regulatory standards. Moreover the use of technology will introduce a new type of service provider to this area of the law. Technology firms have their own business model which affects the type of services they are able to provide. In addition the market for the analysis of data is already very concentrated. This limits the bargaining power of all but the largest regulated entities and also affects the ability of the regulator to represent the public interest.

The regulator is currently at the stage of testing possible technological solutions in consultation with regulated entities. It will need to invest further enabling it to adequately oversee the application and maintenance of regulatory technology as it emerges.
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Abstract

Technology changes society. Financial services and their regulation is not immune from this. Indeed, distributed ledger technology and artificial intelligence have the potential to change the way in which financial services are delivered and regulated. This paper discusses the use of technology for the purpose of financial regulation. The hope is that this will increase the effectiveness and efficiency of financial regulation.

At present regulatory technology is in the very early stages of development. The authors therefore start by reviewing the technology that is inspiring those who are attempting to create regulatory technology. They analyse distributed ledger technology, which was originally developed for cryptocurrencies, but can also be used to maintain and share records of other assets or of anti-money-laundering information. They also discuss the use of artificial intelligence and machine learning for the purpose of financial regulation.

After that the current work of the UK Financial Conduct Authority (FCA) on model driven and machine executable regulation will be examined. This work has so far not been analysed in the literature. Distributed ledger technology has shown ways of sharing information that could be used to enable the regulator to access records held by regulated entities. This could remove manual processes from current reporting requirements. It would enable the regulator to access data held by regulated entities in real time.

Going further into the future the regulator could stop reviewing individual data points and use artificial intelligence and machine learning to analyse the data held by regulated entities. Software could be developed that identifies patterns and flags anomalies helping the regulator and regulated entities to identify risk as it emerges. This would create a new way of evaluating the risk profile of regulated entities.

At present the regulator issues rules in natural language. Regulated entities develop their own individual solutions of compliance. They take the risk of falling short of the expectations of the regulator. In the future compliance could be as easy as for the regulated entity as uploading regulatory software which collects and reports data automatically and perhaps even autonomously.
The paper highlights that there will be a learning period during which the limitations of the technology will reveal themselves. An important contribution of the article is that the translation of natural language into computer code changes meaning. Programming involves policy choices. This point has so far not been articulated in the literature or in the communications issued by the UK Financial Conduct Authority or the Bank of England.

The article contributes further to the existing debate by arguing that the regulator's response needs to be informed by five criteria that have been developed to evaluate the quality of regulation: democratic legitimacy; accountability of the regulator; fair, accessible and open procedure; expertise and efficiency. These criteria need to be built into regulatory technology. Programming is more than an exercise in computer science. The regulator needs to determine an appropriate level of involving itself in the creation and maintenance of regulatory software. It needs to invest resources enabling its staff to understand the technology, anticipate problems and develop an appropriate response.

The paper then connects the five quality criteria with five regulatory strategies: command regulation, meta-regulation, co-regulation, enforced self-regulation and self-regulation. It shows how each of these could be used for regulatory technology and analyses the respective advantages and disadvantages against the background of possible use cases for regulatory technology.

The article points out that the precision inherent in computer language comes at the price of a reduction in flexibility which, if only for the time being, will limit potential use cases. Moreover any application needs to be designed in a way that allows human actors to take into account factors that do not easily reveal themselves in data. Regulatory technology needs to be designed in a way that allows both the regulator and regulated entities to retain a view of the overall picture. There is also a risk that high levels of standardisation influence the business model of regulated entities making them more similar and leading to higher levels of systemic risk. Another trap to be avoided is regulatory capture which makes it all the more important that the regulator invests in its own expertise.

Following the financial crisis self-regulatory strategies have been unpopular. The command approach that has followed the crisis has been criticised for being too limiting and expensive. It is tempting to use the availability of new technology as an occasion to go modify the overall approach to regulation. The article makes the point that the availability of new technology does not affect the incentives of regulated entities. Technology is neutral. It serves those who develop it. There is no technological reason allowing us to have more faith in the ability of regulated entities to align business interests with regulatory standards.

Moreover the use of technology will introduce a new type of service provider to this area of the law. Technology firms have their own business model which affects the type of services they are able to provide. In addition the market for the analysis of data is already very concentrated. This limits the
bargaining power of all but the largest regulated entities and also affects the ability of the regulator to represent the public interest.

The regulator is currently at the stage of testing possible technological solutions in consultation with regulated entities. It will need to invest further enabling it to adequately oversee the application and maintenance of regulatory technology as it emerges.
1. Introduction

The idea of replacing humans with 'intelligent' machines is no longer limited to the realm of science fiction. Artificial intelligence and machine learning are seen as tools that already do and will increasingly shape our society in the future. Distributed ledger technology has been described as having the potential to disrupt how and by whom financial services are delivered. Technology changes society. The law needs to adapt to this change.

This is at present particularly true for financial regulation. Academic scholars have observed that the combination of the increase in regulation after the financial crisis of 2008 and the availability of new technology have inspired the idea of combining regulation with technology. The increase in regulatory requirements has made compliance costly both for regulated entities and for regulators. Technological advances make it possible to develop new tools that assist regulated entities and regulators. These tools have been referred to as regulatory technology which can be defined as 'technological solution ... to facilitate compliance with and monitoring of regulatory requirements'. An increasing number of start-ups are attempting to take advantage of this opportunity.

The regulators are interested in regulatory technology because they too would like to save cost. They are also interested because it is their role to promote growth and support innovation. Regulatory technology has been described as a ‘game changer’. It is said to have the potential to streamline compliance and increase efficiency for both the regulator and the regulated entities in

---

1 Two recent covers of the The Economist focus on Artificial Intelligence: 4 January 2018: The Next Frontier – When Thoughts Control Machines and 3 February 2018: Doctor You – A Revolution in Health Care is Coming. The issue of 14 February 2018 contains seven articles that use the term 'artificial intelligence': pages 12, 30, 60, 68, 69, 78 and 79.


the financial market. An example of a regulatory requirement that could benefit from improvements in technology is regulatory reporting.

In Section 2 the technology will be examined. After that the implications of this technology for regulation will be discussed (section 3). Then criteria that have been developed to measure regulatory quality will be analysed against the background of regulatory technology (section 4). Section 5 will discuss five strategies that are available to the regulator. Section 6 will conclude and make recommendations.

2. The Technology

At present neither the FCA nor the Bank of England have adopted or endorsed any particular technological solution. They are, however, holding themselves ready and are proactively engaging with market participants. Because regulatory technology is at an early stage of its development it is worth considering what those attempting to create such tools are using for inspiration.

i. Distributed Ledger Technology [DLT] - Cryptocurrencies

The mothership of the quest for combining technology with financial services and their regulation is Bitcoin. Bitcoin is a currency that is not backed by the government of any state. It is referred to as a cryptocurrency because bitcoins exist only electronically and are transferred by the use of cryptographic tools.

Fiat money is also recorded electronically. Account holders have accounts with commercial banks. But each bank only maintains accounts for their respective customers. There is a central bank, but that keeps accounts for commercial banks rather than retail customers. The commercial banks and the central bank are regulated. They each operate their own computer systems.

Bitcoin is different in a number of ways. There is one ledger recording ownership of all issued coins, but there is no central bank or other central authority. The ledger is distributed. It is

---


maintained by nodes. These are referred to as ‘miners’. Anyone can become a node and participate in the maintenance of the ledger. Each node holds an authentic record of the ledger. Coin owners send transfer instructions to the nodes. These are processed in blocks. Each of the nodes checks against the record of all previous transactions if there is sufficient credit. There is a consensus mechanism through which they form an agreement to update the ledger. The ledger is only updated following that consensus mechanism. The technology is therefore referred to as distributed ledger technology. In addition Bitcoin uses a cryptographic tool referred to as hashing to ensure that the ledger is not interfered with by hackers attacking the ledger from the outside of the system.\(^\text{13}\)

No government is involved in overseeing the processes that are operated by the Bitcoin distributed ledger. It is therefore possible to describe it as 'unregulated'. There is nevertheless a team of software developers who maintain and update the software. These software developers have no power to enforce updates. The nodes forming the distributed ledger decide on whether to accept updates. Forks can occur when nodes who reject an update continue the ledger under unrevised rules, while the majority, who have accepted the update, continue the ledger under updated rules. It is possible to characterise Bitcoin as a self-regulated system, albeit unsupported by governmental endorsement.

\[\text{ii. Distributed Ledger Technology – Assets}\]

Bitcoin is a libertarian project but the technology also lends itself to non-libertarian applications. There is no technological reason that prevents the technology from serving incumbent market participants or the state. A distributed ledger can, for example, be used to record ownership to assets other than money, such as land, securities or diamonds.

It is also possible to change the balance of power between the nodes and those who design, maintain and update the software. Distributed ledgers can be organised in a way that looks very much like a central ledger which is owned and updated by an operator, and in this sense is easy to translate the technology into a setting that serves the government or the financial services industry.

It would, for example, be possible to operate the land register on a distributed basis where an identical record is held by several nodes. In such a system an update would only occur after the nodes had checked their record and formed a consensus that the update was consistent with that record. This would be more secure than a central database because any hacker would have to manipulate all of these records to compromise the information recorded there. If a record is maintained by one central authority, the same hacker only has to focus on attacking that authority.

\(^{13}\) The fact that ledger is encrypted through a hashing mechanism combined with the fact that transfer instructions are processed in blocks explains why the technology is also referred to as blockchain technology.
Notwithstanding the distributed nature of the ledger, the system operator could have a significant amount of control over the software.

The use of distributed ledger technology for assets other than electronic coins is currently being explored by start-ups as well as incumbent market participants. It is at present unclear if and how the technology will be adopted more widely for financial assets. It is possible that we are experiencing a hype that will lead to modest if any change. There are however so many ongoing trials, sprints and experiments with the technology that incumbent and aspiring market participants as well as their regulators, advisors and academic observers need to pay attention. The FCA has announced that it expects to see industry efforts investigating DLT to result in movement from 'proof of concept' to real-world deployments in 2018.

As the regulator, the FCA must strike a balance between supporting innovation and protecting consumers, markets and competition. The FCA have begun a conversation with market participants about the use of DLT in the markets it oversees. They published a discussion paper in April 2017 stating that they are 'particularly interested to explore where the balance of risk and opportunities may lie in relation to DLT'.

In December 2017 they issued a 'Feedback Statement on Discussion Paper 17/03'. The Feedback Statement highlights that respondents were, overall, supportive of the FCA’s 'proactive new approach to technology'. Respondents believed that under the FCA’s current regulatory rules there were no immediately apparent barriers to adoption of DLT by regulated firms, and many noted that the benefits of DLT would differ given its particular application. They also noted the global nature of DLT – and encouraged the FCA to 'collaborate even more proactively' with regulatory authorities around the world, to facilitate a globally harmonised approach to DLT use.

If market participants develop a DLT system through which they hold and transfer financial assets, the regulator could get involved in a number of ways. It is possible that the technology improves the current system by providing the regulator ‘with the opportunity to monitor, supervise and audit trades and agreements in real time’.

iii. Distributed Ledger Technology – Sharing Anti-money Laundering Information
In addition to using the technology for holding and transferring assets distributed ledger technology can also be used to share information. In that case a distributed ledger could, for example, record anti-money laundering information. The updates would involve some form of a consensus mechanism in which the nodes participate. Once the information is on the ledger it can be shared between nodes who can rely on it without performing their own AML checks. Cryptography would enable the individuals to which the information relates to decide who their information is shared with. The FCA notes in this context that implementation would involve the same risks as implementing any other new solution, which are likely to involve significant cost. It also highlights that regulatory activity that is reliant on tracking clients, would require adoption by multiple firms to be effective. They have indicated that their next steps will include continuing to both monitor DLT-related market developments and to engage with industry participants, particularly on potential DLT use cases.\(^\text{21}\)

iv. **Model Driven and Machine Executable Regulations**

The possibilities of distributed ledger technology combined with recent technological advances in machine learning and artificial intelligence have inspired work on model driven and machine executable regulation. This is a step away from a distributed ledger that records assets or information and that is updated by a consensus mechanism.

The FCA are currently working with the Bank of England to explore whether model driven machine executable regulatory reporting could address the ‘increasing challenges financial institutions face implementing their regulatory reporting obligations.’\(^\text{22}\) In what are referred to as ‘TechSprints' they explore the possibilities for linking technology to ‘regulation, compliance procedures, firms' policies and standards together with firms' transactional applications and databases.’\(^\text{23}\)

Under SUP 16.11 of the FCA Handbook regulated entities need to submit information relating to mortgage lending to the FCA. These rules served as a test case for TechSprints that occurred in November 2016, in August 2017 and in November 2017.

At present the FCA operates a database referred to as Gabriel. Regulated entities collect the information required and submit it to Gabriel. This has a number of disadvantages. Each entity operates its own computer system. It is possible for an entity to operate more than one such system. When regulated entities merge or restructure in other ways, computer systems often continue to operate as separate silos within the entities that have emerged from the restructuring.

To comply with reporting requirements regulated entities need to produce an electronic report collecting their internal information. This involves manual processes collecting information


\(^{23}\) Ibid.
internally which take time and are prone to mistakes. When the FCA receives these reports they need to be checked for completeness and compliance with the requirements. When the rules are updated each entity reads the new regulations, takes a view on how to implement them and updates their systems accordingly adding data fields or making other modifications.

Regulated entities as well as the regulator feel that they would benefit from a system that removes manual processes from regulatory reporting. Gabriel, which came live in 2011, is likely to benefit from an upgrade in the not so distant future. Brexit gives the UK greater freedom to develop a framework of its own. Distributed ledger technology has shown ways of sharing information. Machine learning and artificial intelligence are underpinned by programming tools that could be used for regulatory purposes. Now seems like a very good time to develop regulatory technology.

In the TechSprint that occurred in 2016 and 2017 software was used to translate the requirements for mortgage reporting from English into computer code.\(^{24}\) This software mapped the ‘regulatory requirements directly to the data … creating the potential for automated, straight-through-processing of regulatory returns.’ The TechSprint was successful. The conclusion was that, from a computer science perspective, it is possible to translate rules on mortgage reporting into a machine readable and executable form. Software exists that can retrieve data held by regulated entities, create a report automatically and submit it to the FCA. That software can also be updated reflecting regulatory changes.\(^{25}\)

Going forward other parts of the FCA Handbook, perhaps even its entire content could be translated into code. Regulated entities would then make available their computer systems to receive regulatory software investigating compliance, make suggestions for sanctions or perhaps even automatically enforce.\(^{26}\)

3. Implications for Regulation

At present the FCA regulates the outcome, rather than process, in accordance with the statutory objectives of ensuring consumer protection, market integrity and competitive markets. The regulator acts on the basis of legislation. Based on their mandate they issue regulations and publish them. Regulated entities employ human beings that read and interpret these regulations. Each entity takes a view on how to implement them. They may seek legal advice and/or liaise with the regulator.


\(^{25}\) Ibid.

The FCA is neutral towards the technology used by the entities it regulates.\textsuperscript{27} It does not matter how firms maintain records or otherwise organise themselves as long as they produce the reports required and comply otherwise with rules contained in the Handbook and its underlying legislation. Regulated firms therefore carry the risk of interpreting the rules and putting in place a system that ensures that they comply. Compliance is ultimately assessed by the courts.

It would be possible for the FCA to change this. Instead of putting in place their own compliance system regulated entities would run regulatory software over their data and would not risk having taken the wrong approach when interpreting the rules.

A system of this type would change the current framework in a number of ways. The software would directly access the information held on the computers operated by regulated entities. It could be programmed to focus on certain elements of that information such as information relating to mortgage lending. It could also be programmed to carry out a more general analysis making independent choice about which data are relevant.

Another effect associated with the adoption of regulatory technology is an increase in precision of the rules. Two points are made here. The first one is that the process of translating rules written in English into code will involve a review of the rules removing ambiguities. The second one is that the need to make rules self-executable will encourage regulators to make regulation as clear as possible from the outset.\textsuperscript{28}

Writing these programmes therefore involves policy choice. Replacing ambiguous terms with precise terms changes meaning. By becoming more precise the scope of a rule can narrow. Removing ambiguity can also cause meaning to shift away from its original focus. In addition computer code has its own albeit more limited ambiguities. Coding is a process of working with the limitations of the respective programming language.\textsuperscript{29} Replacing ambiguous natural language with code is more than an exercise in computer science.

Regulatory technology can also change how quickly information is available to the regulator. Automated reporting can provide the regulator with close to real time information on regulated entities.\textsuperscript{30}


When new technology emerges our knowledge is initially and invariably limited. Those trained in law do not normally know about the characteristics and limitations of computer software. Those trained in computer science are not normally familiar with the scope and subtleties of legal terms. Neither group is well placed to anticipate problems that may arise when the two are combined. They may not even be in a good position to appreciate what it is they do not know. This makes it difficult for either group of experts to at least ask the right questions. Innovation creates risks that can’t be solved by relying on historical knowledge.31

One example is the risks of errors in the software.32 Lawyers are not in a good position to imagine potential fact patterns. Computer scientists can imagine much better what could go wrong, but are not well placed to predict implications for the legal context. Another example that has been mentioned in this context is that complex software tends to be opaque. This can make it difficult for computer scientist to predict outputs.33 The risk stemming from this opacity needs to be managed using legal as well as computer science tools.

There are a myriad of other risks that arise from reliance on software – risks that are increasing as our reliance on the technology increases. Indeed, the advances in and proliferation of artificial intelligence technology has seen calls for governments to regulate its development and restrict its operation.34 What is ‘striking’ about concerns around artificial intelligence is that many concerns appear to be voiced by industry leaders, and go beyond the ‘familiar fears of technological unemployment’35 – from figures as prominent as Bill Gates.36 Scherer suggests that many of the practical challenges that are caused by the increasing role of artificial intelligence in society, including in regulation, ‘stems from the manner in which AI is researched and developed and from the basic problem of controlling the actions of autonomous machines.’37 In particular artificial

---


34 See for example John Frank Weaver, We Need to Pass Legislation on Artificial Intelligence Early and Often, SLATE <http://www.slate.com/blogs/future_tense/2014/09/12/we_need_to_pass_artificial_intelligence_laws_early_and_often.html> accessed 5 March 2018.


intelligence can operate in ways that are unforeseen by programmers. It can also exceed the control of both the regulator and regulated entities.\textsuperscript{38}

The regulator nevertheless needs to consider how to respond. It needs to understand and, based on this understanding, manage the risks that arise from the use of the technology. It also needs to work out which problems will arise when the technology is used in a regulation context. To develop an understanding of these it is useful to start with examining criteria that have been developed for assessing the quality of regulation will be analysed against the background of regulatory technology. After that it will be examined how the classic strategies that are available to the regulator could be implemented for regulatory technology.

4. Quality of regulation

When considering how the regulator should respond to regulatory technology, it is helpful to examine criteria that have been developed to evaluate the quality of regulation. Professor Baldwin has identified five criteria that good quality regulation should meet.\textsuperscript{39} These are democratic legitimacy; accountability of the regulator; fair, accessible and open procedures; expertise; efficiency.

First, regulation should be supported by legislative authority. The acts of the regulator need to be legitimised by a mandate from a democratically elected parliament. The requirement for democratic legitimacy also affects the breath of the mandate. For example, a statute that requires a regulator to collect reporting information on mortgages to ensure lending is being carried out in accordance with capital and other regulatory requirements, gives more specific legitimacy to the regulator than a statute which simply instructs the regulator to ‘promote financial stability’.

Considerations of democratic legitimacy also affect the extent to which the regulator should delegate decision making. In the context of regulatory technology the regulator needs to work out how to address the fact that coding involves policy choices. The extent to which such policy choices are involved depends on the context. Automating the reporting of transactions is likely to involve fewer policy choices than a tool that assess risk based on the intelligent analysis of data. The regulator needs to determine the extent to which the context requires their involvement.

Second, there should be an appropriate scheme of accountability. If a regulator is accountable to a democratic institution or other representative body it may claim a legitimacy deserving of the support of the public. Determining the appropriate level and form of accountability can be challenging. It requires a decision of whether a particular regulatory scheme is suitable for private

\textsuperscript{38} Ibid, page 359.
or governmental oversight and of their respective levels of involvement. Here again the regulator needs to work out how much discretion the respective technology entails and form a view on the appropriate level of their involvement.

Third a regulator may also claim legitimacy if it uses fair, accessible and open procedures, ensuring democratic legitimacy for regulation through due process. This requires the regulator to examine both data driven analysis and enforcement based on data driven analysis to determine how to integrate notions of due process into the technology.

Fourth, regulatory functions like financial services regulation require expert judgment. A regulator with appropriate expertise can claim legitimacy based on its knowledge. The regulator needs to invest in staff and technology to acquire an understanding of the characteristics and limitations of the technology to be able to develop an appropriate regulatory strategy.

The final criterion against which regulation can be assessed is efficiency. Efficiency can be either determined by reference to the implementation of the legislative mandate. Another way of assessing efficiency would be by reference to the results delivered by the regulatory process. Either way efficiency often conflicts with social aims of regulation which are difficult to quantify and is therefore a contested criterion. In relation to regulatory technology both the regulator and regulated entities are engaging in the process because they expect cost savings. It remains to be seen if these savings outperform the cost involved in setting up and overseeing the mechanism that will evolve going forward.

At present there have only been tests which have shown that a type of software that automates the reporting of one data point works. The use of regulatory technology is nevertheless in the FCA’s business plan. The regulator is consulting with regulated entities but has not yet developed a strategic position. It is suggested here that the criteria referred to above should inform and guide the thought process that determines the level of the regulator’s involvement.

5. Strategies for Regulation

There are a variety of regulatory strategies available to a government considering implementation of financial regulation, and choosing the most appropriate type of regulation is key to a regulatory scheme’s legitimacy. A conventional view of regulation involves a choice somewhere between freedom and control. Governments can either leave businesses with complete freedom, or can
take away that freedom by imposing control in the form of regulation, backed by sanctions.\textsuperscript{44} Options particularly relevant for financial regulatory reporting networks, in order of the most governmental involvement to the least, include:

i. Command (also known as ‘control’) regulation;

ii. Meta-regulation;

iii. Co-regulation;

iv. Enforced self-regulation; and

v. Self-regulation.

In the subsections below it will be discussed how each of these strategies could be used for regulatory technology.

\textit{i. Command regulation}

The essence of a command regulatory strategy is in its control of the achievement of certain standards by imposing sanctions where standards are not met. It is typically the government setting these standards and sanctions through primary or secondary legislation, and often a regulatory body enforces them.\textsuperscript{45} Command regulation is frequently used in situations where risks from non-compliance are high (such as transport safety) or where a minimum standards are thought to be in the public interest (such as employment law). The regime that was put in place after the financial crisis can in large parts be characterised as a command regime.

A command approach could be adopted to regulatory technology. Taking advantage of the technology the government could issue regulation in the form of software requiring regulated entities to run that software on their systems. This would address the problem that the coding involves policy choices. Making these choices would remain with the regulator.

Command regulation is said to be expensive for both the government and for regulated entities. The government needs to both set appropriate standards and develop an enforcement mechanism.\textsuperscript{46} Under a command approach to regulatory technology the government would develop the technology either itself or through outsourcing.\textsuperscript{47} It would also oversee its maintenance and updates at an operational level.


\textsuperscript{46} Baldwin, R & Cave, \textit{Understanding Regulation} (Oxford, Oxford University Press (1999)), Chapter 4 “Regulatory Strategies”, page 38; see also Burt, Andrew et all, page 8.

From the perspective of regulated entities command regulation compliance tends to regulate to a fairly granular level and that creates complexity. This makes compliance costly. For this reason, a command strategy can be 'disproportionately burdensome to small firms'. Regulatory Technology is designed to fix this cost problem for regulated entities. It could shift the burden of interpreting rules and developing a compliance regime to the regulator. Regulated entities would run compliance software instead. The hope is that this will make compliance cheaper for them. It is difficult to predict the extent to which cost savings are going to materialise.

It remains to be seen, for example, how easy it will be to connect existing IT systems to new regulation software. It is possible that regulated entities will need to spend significant amounts of money to make their legacy systems compatible with any new mechanism. Making such investments will invariably be more challenging for smaller than for larger market participants. Not all firms are in a position to invest in new technology.

Command regulation has a reputation for being inflexible. This can strangle competition and stunt enterprise and growth.

Flexibility can also be a problem with regulatory technology. It has already been mentioned that regulatory technology is capable of delivering more precise regulation. While precision is desirable in financial regulation as in any other area of the law, it comes at the price of flexibility. This may be a temporary issue that will be solved by computer scientists developing software that operates flexible legal terms. The ability of software to incorporate flexibility may nevertheless limit if only for the time the use cases for regulatory software.

While being perhaps inflexible in some ways regulatory technology has been said to provide for more flexibility than the current regime in other ways. When the FCA Handbook is updated each regulated entity needs to interpret the update and implement compliance. This makes it hard to change course. If the regulator uses regulatory software that step would fall away. The regulated entity would only have to install the update provided for by the regulator.

---

50 Ibid.
55 Ibid, page 5.
In order to delivery such an update, however, the regulator would have to monitor the market and take decisions on how to respond to new developments. Regulatory technology can assist the regulator in analysing markets and detecting risks. But that analysis is only as good as the data that it is based on. Market participants would, of course, continue to be able to alert the regulator to areas where the existing process has proven to be inadequate or is stifling growth. But there is a risk that decision makers will find it difficult to respond to concerns that are not visible in the data. That could create a new source of inflexibility.

Inflexibility could also arise if the technology used is highly standardised. At the moment each regulated entity develops its own understanding of how to comply. The current rules allow for different interpretations which are all equally lawful. This facilitates a variety of business models within the financial services industry. If highly standardised financial technology is used across regulated entities the room for variety may be reduced. This can facilitate herding. There is therefore a risk that regulated entities become increasingly similar causing systemic problems to arise.56

Another observation that has been made for a command system and that is useful to keep in mind here is that its complexity, cost and inflexibility can discourage compliance.57 Regulated entities engage in box-ticking rather than in maintaining standards.58 In theory regulatory technology would improve compliance. If all regulated entities are required to do is run regulatory software over their computer systems it is hard to see how they could fail to perform that step. But regulatory software also ticks boxes. The challenge for computer scientists is to develop software that is able to also observe the big picture.

If this can be achieved we are nevertheless not much closer to raising standards in the real world. The human actors within regulated entities have a choice. They can orient themselves towards the standards required by regulation or alternatively they can appear to be compliant by working out how to avoid detection from the algorithms.

Command regulation has been criticised as potentially leading to high levels of unintended consequences.59 This problem can also arise in the context of regulatory technology. For example, the availability of real time transactional information to the regulator could encourage regulated entities to become more focused on short term results and thereby overlook long-term risks.

Moreover, if the regulator focuses its analysis on data driven information there is a risk that it does
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give sufficient weight to the scope of the data informing the analysis. Relying on data collected from male patients doctors have, for example, overlooked heart attacks that occurred in female individuals. There is an additional risk that factors that are difficult to measure quantitatively will be overlooked altogether.

Command regulation is susceptible to capture. Capture can occur if the regulator becomes too close to the entities it is regulating, and as a result prioritises 'the pursuit of the regulated firms' interests, rather than those of the public at large.\(^{60}\) Capture is thought to have the potential to occur over time in a command based regulatory model particularly, more so than other models. This is because the regulator needs to rely on information provided by the industry to set appropriate standards. In providing information to the regulator, entities can exercise a 'degree of leverage over regulatory procedures',\(^{61}\) which can, over time, produce capture. This would, of course, also be possible in a world where the regulator uses software rather than natural language for regulatory purposes.

Finally command regulation has also been criticised by scholars who believe market-based influence is preferable to government regulatory influence.\(^{62}\)

\[\text{ii. Meta-regulation}\]

Meta-regulation has been described as 'the state’s oversight of self-regulatory arrangements',\(^{63}\) and also as 'interactions between different regulatory actors or levels of regulation'.\(^{64}\) It involves a regulatory authority overseeing a control or risk management system rather than carrying out regulation directly – with the regulatory authority 'steer[ing] rather than row[ing]'\(^{65}\).

It occupies a middle ground somewhere between command regulation with a high level of government involvement and self-regulation with minimal amount government involvement. Under this model the regulator delegates risk control to the regulated entities themselves – giving them primary responsibility for the risk management systems, while the regulator audits, monitors and incentivises the systems.

Under this model the regulator would not design and maintain the software himself, but oversee and validate the software produced by private providers. For regulatory reporting the regulator at


\(^{62}\) Ibid.


present specifies the information they would like to receive. Under a meta-regulatory model it could continue to specify this information but would no longer receive data. Making use of regulatory technology the regulator could issue a machine readable version of certain regulations without developing particular application. It would rather leave the development and maintenance of regulatory software to private providers but maintain some level of oversight over this software.

The regulator could even step back further and refrain from specifying which data is to be analysed leaving to autonomous algorithms to work out patterns and information that is relevant for measuring risk. They would nevertheless remain involved in overseeing the development and maintenance of that software.

They could also adopt an approach somewhere in between by issuing technical specifications for software that collects the information and carries out the analysis and in addition overseeing its development and maintenance.

A meta-regulation model can allow firms to create industry specific rules that ensure compliance costs are minimised, and at the same time that rules are neither too lax nor overly burdensome, allowing maximisation of resources. Further, it has the potential to prompt a positive compliance culture, 'as firms are asked to think for themselves about the challenges of controlling' particular risks.

Advocates of this model highlight that certain criteria must be present to enable meta-regulation to fulfil its potential – specifically firms must have both the 'capacity for self-regulation' and the 'internal resolve to self-regulate'.

Problems may of course still arise under a meta-regulation approach. These include the possibility that firms fail to create appropriate rules because they are either uninformed or ill-intentioned. There is also a risk that managers view these rules as less imperative than they would in a command regime. The rules may not be regarded as requirements that need to be maintained regardless of their contribution to the business's overall advancement. Managers may be tempted to characterise rules as one of many factors informing business decisions. This could undermine standards across the industry and cause the approach to become unfair and illegitimate.

There is also potential for the regulator to incur substantial cost in approving software or otherwise overseeing its development. Implementation of a meta-regulation strategy requires significant trust in the integrity of regulated entities and in their ability to align business interests with public interests to achieve effective regulation.
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Moreover in the context of regulatory technology a further problem arises. There are at present a small number of business who lead the market in data analysis. These are bound to also take an interest in serving the financial services industry. They bring business interests of their own to the table which do not necessarily align with the interests of regulated entities or with the public interest. The regulator will require a robust amount of expertise to be able to act as an effective auditor of software developed in this context.

iii. Co-regulation

Co-regulation refers to ‘industry-association self-regulation, with some oversight and/or ratification by government.’ It typically involves the government backing standards that have been created by associations of market participants and also relying on these associations for enforcement.

One advantage of this approach is that the government does not pay for the design of the standards or for their enforcement. Further, as enforcement does not rely on the courts co-regulation standards can be enforced with flexibility and specialist expertise by the industry itself to include industry appropriate sanctions.

Under a co-regulation approach the regulator could appoint an industry association and leave it to them to create software that manages risk. It could validate these standards at some high level but would not get proactively involved in setting them. It would stand back and let the industry make suggestions.

This would involve the regulator rowing back from the granular levels of regulation that were produced after the financial crises. The regulator could take the view that the reforms have proven to be too expensive and limiting. It could take the fact that new technology is available as an opportunity to modify its regulatory approach. That is a matter for policy choice. It is worth pointing out, however, that the technology is neutral. It serves those who develop it. There is no technological reason allowing us to have more faith in the ability of regulated entities to align business interests with regulatory standards.
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A major hurdle for co-regulation is its potential to be ineffective if submission to it is voluntary and it does not cover an entire industry. It is also at risk of being influenced and captured by the self-interests of an industry's largest market players. Here to and perhaps more so than in a meta-regulatory model the problem arises that the market for data analysis has its own business models and is quite concentrated.

iv. Enforced self-regulation

Enforced self-regulation is similar to co-regulation. One difference is that under this approach individual firms rather than industry associations are required to adopt appropriate rules. There is government oversight. Enforced self-regulation has been described by Ayers and Braithwaite as an 'extension and individualisation' of co-regulation. Where co-regulation 'establishes industry-wide voluntary standards through negotiation with industry associations' – enforced self-regulation is a negotiation between the government and a particular firm, resulting in flexible, particular (and therefore arguably more enforceable) standards. The government involves itself in three ways. It requires firms to write their own rules, and it approves them. It also causes these rules to be publically enforceable. State involvement in monitoring compliance and punishing violations has been described as essential for the efficacy of an enforced self-regulatory regime.

Under this approach the regulator would also reduce its current level of prescriptive involvement and instead approve software designed for regulated entities. The regulator could do this by validating and endorsing software created by private operators for regulated firms. There would be no industry body involved in the process.

Enforced self-regulation has a variety of advantages. Rules are tailored to each individual company's activities. This facilitates regulatory innovation. Further, it is posited that companies are more likely to comply with rules they have created themselves and that such rules would be more precise making it easier for prosecutors to obtain convictions.

For regulatory technology these advantages may materialise. It is possible for regulated entities to develop their own bespoke software. That is, however, not likely. Financial services providers are not necessarily interested in becoming software developers. Pooling their resources market participants have tried to co-operate to develop technology. R3 is an example of such an industry
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driven co-operation. This has not had much success. The interests of industry participants appear to be too diverse to allow for the development of common technology.

There is, on the other hand, a vibrant market of start-ups who are developing regulatory software. It has been suggested that market participants could be incentivised to engage in this work by allowing them preferential access if only for a limited time. This could lead to a market with bespoke products tailored to the requirements of individual firms. Ultimately, however, it is more likely that the existing providers of data analysis will occupy a significant share of the market for regulatory technology.

Again, the availability of new technology does not change the fact that enforced self-regulation relies largely on trusting regulated entities to adopt robust mechanisms that they either develop themselves or purchase from third party providers. They may find it even more difficult than industry associations to enforce regulation where that would negatively affect their business or reputation.

**v. Self-regulation**

Self-regulation is a system where the regulated entities make rules, monitor compliance and organise enforcement. Self-regulation may be supported by a government or regulator through their approval of industry created codes of practice, which companies within the industry can then voluntarily join. The scheme and the standards are not set by the government, and nor is the government involved in monitoring compliance with them.

The Banking Code is an example. It supplements the FCA’s regulation of banks’ relationships with their customers. It is approved by the Banking Code Standards Board which consists of ten directors the majority of whom are independent from the organisations that sponsor the board. The Banking Code Standards Board maintains a list on their website of entities that have and of entities that have not signed up to the Code. It also has a monitoring team who assesses compliance with the Code by writing reports assessing the compliance of each subscriber to the Code.
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Under this approach the regulator would endorse a self-regulatory entity or a system developed by that entity. Regulated entities would be free to join the association and to adopt that system. The regulator also does not involve itself in enforcement or in approving standards at a granular level.

When the model was first conceived it was credited with many advantages. It has since been discredited culminating in a statement by Joseph Stiglitz who referred to the idea that markets can self-regulate as an oxymoron.\(^87\) Self-regulation has also been described as a model 'in retreat'.\(^88\) The financial crises has demonstrated that a light touch regulatory approach has significant limitations.

An analysis of the advantages and disadvantages of the model is nevertheless useful here. The model is likely to resurface in the context of regulatory technology.

Self-regulation allows specialised knowledge to be built into regulation. Moreover, the government does not pay for the setting of standards or for their enforcement.\(^89\)

Self-regulation assumes that regulated entities have business and reputational incentives to ensure the safety and quality of their products or services. Membership of a self-regulatory scheme acts as a signalling device helping companies to impress their customers.

There is, however, a concern that regulated entities focus on being seen to be compliant rather than on ensuring that they actually meet the standards. Self-regulatory systems are particularly susceptible to gaming because there is no independent regulator monitoring compliance.

Moreover because the system is voluntary it does not cover all market participants. It is possible for spill-over effects to occur with non-members feeling bound to abide by self-regulatory standards. Two problems nevertheless arise. There are concerns about fairness as non-members are unable to represent their interests.\(^90\) Notwithstanding the possibility of spill-over effects the voluntary nature of a self-regulatory system may leave the public exposed to unsafe practices.\(^91\)

There are also concerns about democratic legitimacy when rules are made by self-regulatory bodies that are not bound by legislation or accountable to the government.\(^92\) The same problem
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arises in relation to enforcement. If regulators are more accountable to their members than the general public, this is likely to prompt trust issues.\textsuperscript{93}

Capture is another problem. Self-regulatory bodies can have a tendency to act anti-competitively by setting access requirements or prices that suit the interests of their members rather than the general public.\textsuperscript{94} This may stifle competition. There is also a concern that members with influence on the self-regulatory body will be able to escape enforcement. For example, many UK banks do not issue basic bank accounts to every citizen who requests one, despite the British Banking Association having a mandate to enforce this.\textsuperscript{95} There is no evidence of any enforcement action against the banks concerned.

It is important to keep in mind that both the advantages and the disadvantages of self-regulation also apply in the context of regulatory technology. It has already been mentioned that the technology is neutral. It lends itself to any approach to regulation. It would be wrong to assume that regulatory technology will allow us to have greater faith in the ability of regulated entities to override their business interest.

6. Conclusions

All types of regulation have advantages and disadvantages. In most regulatory contexts, a combination of various strategies of regulation are employed.\textsuperscript{96} The decision on the extent to which regulatory technology is used should be informed by considerations of democratic legitimacy and accountability and the requirement for due process. Regulatory expertise and efficiency are also of crucial importance.

The regulator has a number of options available

- It could develop and own regulatory software either in house or through outsourcing but retaining full control at an operational level.
- It could adopt a meta-regulatory approach overseeing the development and maintenance of regulatory by private providers without having full control at an operational level.
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- It could step back and appoint an industry association to create software that manages risk. The regulator would validate that software at a fairly high level of abstraction but would not proactively involve itself in its development.
- It could validate the software produced by individual developers.
- It could return to a self-regulatory model encouraging the industry to adopt suitable technology.

Which strategy the regulator adopts is a matter of choice which will also depend on the context. When making these choices it is important to keep in mind that coding is not an exercise in computer science. It involves policy decisions some of which may require the involvement of a democratically legitimised and publically accountable regulator.

Regulatory technology can give regulators access to real time information about regulated entities. This could orient regulated entities towards the short term encouraging them to ignore longer term risks. Any application based on real time information should be designed in a way that avoids this problem.

Users of regulatory technology that is based on data analysis need to be alerted to the necessary limitations of the underlying data sets. They also need to be enabled to consider factors that cannot be measured through data.

While the use of software for regulation has the potential to remove unwelcome ambiguity, there is also a risk that regulatory technology introduces inflexibility. Ambiguity in natural language can be useful to allow the regulator to exercise discretion in response to future developments. It is unclear to what extent appropriate levels of flexibility can be replicated in software. Connected to this is the risk that the technology could cause entities to become too similar. This could be a source of systemic risk.

Regulated entities are not necessarily in the business of developing software. Regulatory technology is likely to introduce a new type of service provider into financial markets. These come with their own business model. Moreover a small number of businesses currently have a leading role in data analysis. They are likely to also take an interest in providing technology services to financial service providers. The regulator needs to develop a robust understanding of the technology and the business models of its providers to develop an adequate response.

And finally the regulator needs to keep in mind that technology is neutral. It is programmed to reflect the preferences of those who oversee its development. While regulatory technology can change the game, it will not be able to change the fact that business interests do not always align with the interests that the regulator has been set up to serve. It would be wrong to assume that regulatory technology is a silver bullet that will make it easier for regulated entities to align their interests with regulatory standards.